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1 Introduction

An abstract argumentation framework (AF) due to Dung [1] is defined as a graph
F = (Arg,R), where the nodes are arguments and the edges represent attacks
between these arguments. An attack from an argument A to another argument
B means that, if we consider the argument A to be acceptable, then we have to
reject B, since A contradicts B. The goal of this approach is to model human
argumentation in a formal manner and to use this model for reasoning.

A central notion in abstract argumentation is that of an (argumentation)
semantics. A semantics σ characterizes sets of arguments (called extensions)
that are jointly acceptable. In particular, they usually require that extensions
are conflict-free, i. e., that there is no conflict between arguments of the exten-
sion, and that it defends itself, i.e., it counterattacks all its attackers (the latter
property is called admissibility). Based on these notions, we can define different
semantics, like e. g., complete semantics, where all arguments defended by a set
E have to be contained in E.

We are especially interested in labeling-based semantics [2]. Instead of just
providing sets of acceptable arguments, they determine labelings that assign to
each argument one of three labels. If an argument is considered acceptable it is
labeled in, if the argument is attacked by some acceptable argument it gets the
label out and, otherwise, it receives the label undec.

In general, semantics allows us to perform inference, by determining seman-
tical information (extensions or labelings) from given syntactical information (in
the form of an AF). Using, e. g., the labelings of an AF we can then draw conclu-
sions from the framework by considering the accepted arguments. We are how-
ever interested in the reverse direction, i. e., the process of inductively learning a
syntactic structure from semantical information. This process can be considered
as a form of inductive reasoning, where we generalize from observations (in the
form of a given set of labelings) to a suitable AF that explains this input. This
AF then also enables further reasoning possibilities, e. g., computing additional
compatible labelings.

Assume a scenario, where we can discuss with a person about their beliefs
on a specific subject. From this discussion, we can obtain knowledge about their
beliefs, in the form of labelings. Now, to gain a better understanding of their
internal reasoning, we want to learn AFs that are compatible with these labelings.
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Knowing the graph structure that is consistent with a labeling is helpful in
making the labeling explainable. This may also allow us to construct better
counterarguments in order to persuade them to change their beliefs.
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Fig. 1. Some AFs that are compatible with the complete labeling `.

Example 1. Consider the complete labeling ` = {in : {A,D}, out : {B,C}, undec :
∅}. Both AFs in Figure 1 are compatible and can be used to explain `. For ex-
ample, F1 would tell us that D may be accepted despite the attack B → D,
because A defends D against B. That also means, constructing an argument
that refutes A would be very effective in challenging a person that beliefs in `.
This information is not immediately apparent from the labeling ` alone.

2 Approach

There exist few approaches that address the problem of learning AFs from la-
belings or similar problems [3, 4]. However, neither of them fully addresses the
scenario outlined above. The main issue with these approaches is, they only
compute a single solution for an input, while in reality there might be multiple
compatible AFs, e. g., the AFs in Figure 1 are both compatible with `. There-
fore, we propose a new algorithm that, given a set of labelings and associated
semantics, computes so-called attack constraints for each argument. For example,
given an argument in a complete input labeling `, the constraints are computed
according to the following method.

AttConco(a, `) =



∧
b∈Arg\out(`)

¬rba if a ∈ in(`)∨
b∈in(`)

rba if a ∈ out(`)∧
b∈in(`)

¬rba ∧ (
∨

c∈undec(`)
rca) if a ∈ undec(`)

(1)

The atoms of these formulas directly correspond to attacks in AFs and thus
allow for an efficient representation of the set of all AFs that are compatible with
the input. Moreover, with this approach, we can easily incorporate additional
labelings and refine our result. Current work includes elaborating this idea and
conducting an experimental study of its feasibility.
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